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Introduction Copy-composition

Copy-composition?

Sometimes, we want composition to “remember the intermediate object”:

Not f gX Z

But f gX

Y

Z
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Introduction Copy-composition

Copy-composition in probabilistic modelling

Often joint distributions are of more interest than their marginals.

Compose ‘prior’ π : 1 ù X and ‘likelihood’ c : X ù Y to yield

c

X

Y

π .

Similarly, statistical loss functions are only ‘copy-compositional’.
(This was the content of my talk last year.)
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Introduction This talk

Overview of this talk

1 Introduction

2 Composing directed models

3 Composing undirected models

4 Concluding remarks

3 / 24



Composing directed models Bayesian networks

Bayesian networks

A Bayesian network is a distribution that factorizes over a directed graph
(nodes are random variables; edges represent conditional dependence).

Fong [5, Theorem 4.5]: any Bayesian network can be written as the
composite of morphisms of the form

bjPpapiq Xj

bjRpapiq Xj

bjăiXj

... Xi | papiq

...
...

...

Xi

.

Note the copiers!
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Composing directed models Type-theoretic perspective

Pre-composing with copy yields the graph

Given a function f : X Ñ Y , its graph is the function

f

X

X

Y

.

graphpfq is a section of the projection X ˆ Y Ñ X.

Alternatively, a ‘term’ of type X ˆ Y in ‘context’ X.

We can tell this story in a stochastic setting.
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Composing directed models Type-theoretic perspective

Tensoring with identity wires is pullback

To obtain this function

f

X

X

Y

ZZ

pull graphpfq back along the projection Z ˆX Ñ X.

Alternatively, extend its context by Z.

We can do this, too: but we’ll need a (bi)fibration.
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Composing directed models A bifibration of measure kernels

Kernels, fibrewise

Define a fibration K over Meas: a “stochastic codomain fibration”.
Objects of fibre KB are measurable functions into B.
Morphisms k : pE, πq ù pE1, π1q are s-finite kernels1 “fibrewise over B”:

i.e., E k
ù E1

δπ1

ù B “ E
δπ

ù B.

Suppose b : J Ñ B measurable. Let prbs be the pullback object:

prbs E

J B

πE

b˚p
{ p

b

Then k restricts to a kernel ‘fibrewise’, krbs : prbs ù p1rbs.
(This is Prop. 2.8 in the paper.)

1An s-finite kernel k : E Ñ E1 is a function E ˆ ΣE1 Ñ R`, measurable in the 1st and a
measure in the 2nd argument, satisfying a finiteness condition.
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Composing directed models A bifibration of measure kernels

Bifibration structure

Substitution. ∆b : KB Ñ KJ acts by pullback on objects,
and by restriction on kernels, mapping k to krbs.

Dependent sum. Σb : KJ Ñ KB acts by post-composition on objects,
mapping E p

ÝÑ J to E p
ÝÑ J

b
ÝÑ B; and as identity on kernels. Σ % ∆.

Beck-Chevalley. Given pullback in Meas

P

E F

B

π ρ{

p q

we have Σρ∆π – ∆q Σp, naturally. (This follows from the situation in MeasÑ.)
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Composing directed models Pull-push for copy-composition

Copy-composition is pull-push

Can composing graphpfq : X Ñ X ˆ Y and graphpgq : Y Ñ Y ˆ Z yield

f

X

X

g

Y

Z

?

Yes, by ‘pull-push’ ! The diagram represents a section X Ñ X ˆ Y ˆ Z.

It may be obtained as ΣπXY
X

∆πXY
Y

`

graphpgq
˘

˝ graphpfq ...
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Composing directed models Pull-push for copy-composition

Copy-composition is pull-push

X ˆ Y ˆ Z

X ˆ Y Y ˆ Z

X Y Z

{

Σ
πXY
X

∆
πXY
Y

´

graphpgq

¯

πXY
X πXY

Y πY Z
Y

πY Z
Z

graphpfq graphpgq

We have decorated spans with sections (of their left legs)!

10 / 24



Composing directed models A decorated span double category

A decorated span (double) category

We can formalize this via a double Grothendieck construction,
following Patterson [7] and Cruttwell, Lambert, Pronk, and Szyld [2].

Given a (B-C) bifibration π : E Ñ B with a section ι,
we obtain a double fibration S over SpanpBqpb.2

Spans in B are decorated by left-leg sections in E , via ι.

Horizontal composition is pull-push on the decorations.

Beck-Chevalley needed for associativity.

Details in the paper!

22-cells are Cartesian natural transformations,
needed for horizontal composition of squares.
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Composing directed models A decorated span double category

Composing Bayesian networks

bjPpapiq Xj

bjRpapiq Xj

bjăiXj

... Xi | papiq

...
...

...

Xi

sfKrn embeds into S (lax, horiz.), mapping a kernel to its graph.

Let σ be the image of Xi | papiq under this embedding,
and let p be the projection

ś

jăi Xj Ñ
ś

jPpapiq Xj .

Then Fong’s morphism is σďi “ ∆p σ.

More generally: Bayesian networks with dependent types...
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Composing undirected models

From directed to undirected models

1 Introduction

2 Composing directed models

3 Composing undirected models

4 Concluding remarks
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Composing undirected models Factor graphs

Factor graphs

In the ‘bipartite’ style of Wainwright and Jordan [8, §2.1.3]:

f1 f2 f3

f5

DC

f0

f4

A

E

B

fpa, b, c, d, eq “ f0pa, bq f1pa, cq f2pb, c, dq f3pd, eq f4peq f5pdq

f : AˆB ˆ C ˆD ˆ E Ñ R`

Each factor may itself contain a factor graph...
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Composing undirected models Factors are costates

Factors, costates, and copy-composition

In sfKrn, measurable functions X Ñ R` are kernels into 1.

This is a common pattern: factors are ‘predicates’.

In copy-discard cat.s3, these are costates: morphisms into the monoidal unit.

And we can copy-compose them via

f0 f2

A B C

.

A classic case of decorated cospans ...
3Such as: categories of modules; weakly [6] / partial [4] Markov categories;

partial effectuses [1] ...
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Composing undirected models A decorated cospan double category

A decorated cospan double category, FG

We’ll use the full double categorical machinery this time.

Factors’ domains are finite tensors of objects.
So decorate finite sets X with type information, ‘interfaces’ χ : X Ñ C0.

A cospan encodes those objects which are exposed for composition.

Vertical morphisms in CospanpFinSetq are functions;
decorate these with comonoid homomorphisms (so they can be copied!).

Decorate apices X with interfaces χ and factors f : χb ù I.
Formally, this is again a Grothendieck construction (factors over interfaces).

Decorations on squares obtain accordingly:
briefly, morphisms in C that are deterministic over exposed interfaces.
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Composing undirected models A decorated cospan double category

Morphisms of factors: deterministic if exposed

Suppose β transforms f Ñ f 1 and g Ñ g1 as in

f

A B1

β

B

f 1

A B1

:“
and

g

CB1

β

B

g1

CB1

:“

and we want to compose along β, over cospans like

tAu Ñ tA,B1u Ð tB1u Ñ tB1, Cu Ð tCu .
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Composing undirected models A decorated cospan double category

Morphisms of factors: deterministic if exposed

Naturality of copy-composition requires

f 1

A

g1

CB1

“

f

A

β

g

CB1

β

f

A

g

CB1

β

“

hence β must be a homomorphism.

But we can have unexposed non-deterministic transformations,
e.g. marginalization (compose with a state).
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Composing undirected models Graphical calculus

Double-categorical undirected wiring diagrams

Absent the vertical morphisms, this is an undirected wiring diagram algebra.

Suggests a graphical calculus, now with 2-cells.

f

ψ

φ h

φ

φ

h1 ˛ f 1 “

‘Spiders’ represent loci of composition.
f, h transform to f 1, h1. φ deterministic, ψ not.
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Composing undirected models Graphical calculus

Double-categorical undirected wiring diagrams

Can pull deterministic transformations outside the bubble

f

ψ

h

φ

(exposing the corresponding locus)
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Composing undirected models Graphical calculus

Double-categorical undirected wiring diagrams

The factor graph we started with:

f1 f2 f3

f5

C

D

f0

f4

A

E

B

Very similar to those of de Vries and Friston [3] (& colleagues).

But this calculus not yet formalized ...
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Concluding remarks Review

Review & some future directions

We saw two cases of copy-composition in probabilistic modelling:
one directed, one undirected.

Both were formalized by a Grothendieck construction,
associating models (‘terms’) to interfaces (‘types’).

Might hope to find directed models amongst undirected ones,
as functions are amongst relations.
But, for that, these constructions aren’t quite right.

And it would be nice to formalize the 2-d calculus for UWDs.

Finally: is FG useful for compositional belief propagation?

Thanks!
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